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The photometric measurements of mesospheric OH 
and O(1S) emission, carried out from Kolhapur 
(16.8N, 74.2E), Maharashtra during January–April 
2005 are used to study the wave characteristics. The 
nocturnal variability reveals the dominant long-period 
wave signatures with significant amplitudes of em-
bedded short-period waves. We carry out a sensitivity 
study on the vertical wavelength (VW) derived with 
the help of Krassovsky parameters ( = ||ei) of the 
OH data, which reveals VW to vary from 38.9 to 
110.2 km. This was compared with the VW estimates 
using the phase difference of the simultaneously  
observed waves in both OH and O(1S) emission inten-
sities. Results reveal that in the absence of attitudi-
nally resolved measurements, the VW estimated using 
Krassovsky method can be used. 
 
Keywords: Airglow, atmospheric gravity waves, lower 
thermosphere, mesosphere, vertical wavelength.  
 
ATMOSPHERIC gravity waves (AGWs) play a significant 
role in the dynamics features of the mesosphere and 
lower thermosphere (MLT) region by transporting energy 
and momentum horizontally and vertically upward and 
also providing dynamical linkage between the lower  
atmosphere and the MLT region. Multispectral night-
glow emissions recorded at low-latitude stations showed 
the presence of gravity waves with periods ranging from 
a few minutes to a few hours1,2. Ground-based airglow 
emissions are widely used to study the short-period (tens 
of minutes) waves with short horizontal wavelength (tens 
of kilometres)3–7. Hecht et al.8 showed the presence of 
long-period (~2 h) and large horizontal wavelength 
(~300–400 km) gravity waves as well as short-period 
(15–25 min) and small horizontal wavelength (~30–
45 km) gravity waves in the airglow data over Alice 
Spring, Australia. The short-period waves might have 
been trapped/ducted by thermal ducts and took several 
hours to reach the mesopause region. Snively et al.7 re-
ported that airglow perturbations of small-scale ducted 
gravity waves near the Brunt–Vaisala period are primarily 
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determined by density perturbations of minor species (O3 
and H) by short wave period. Also, they found that for 
ducted wave the phase of Krassovsky ratio was a function 
of both the phase of the wave dynamics perturbations and 
the position of the packet relative to the gradients of  
minor species participating in the photochemistry. 
 Based on numerical simulation results, Snively and 
Pasko9 showed that upward propagating gravity waves 
generated by tropospheric convection broke near the 
mesopause altitude, excited short-period secondary 
waves, which were trapped in the upper mesosphere and 
lower thermosphere due to local maximum of Brunt–
Vaisala frequency. The primary waves with period near 
10 min, excited by a tropospheric oscillator broke and  
excited new secondary gravity waves with period near 
5 min, which became trapped in the thermospheric duct. 
These wave structures clearly resemble quasi-monochro-
matic structures commonly observed in airglow meas-
urements3,10–17. 
 The propagation of the gravity waves also influences 
the photochemistry by affecting the concentration of the 
chemically active constituents and the local temperatures. 
Evidence of temporal and spatial structures has been ob-
served in the mesospheric OH, O(1S) and O2 airglow and 
such structures have been related to the passage of  
atmospheric internal gravity waves18. Studies concerning 
gravity wave propagation in the middle and upper atmos-
phere reveal that it plays an important role in energy and 
momentum transport and further global energy balance in 
the upper atmosphere19–21. 
 Interaction of upward propagating waves and the ambi-
ent imprints of these process in the dynamical variability, 
which is noted in the observed airglow intensity and  
temperature perturbations18. Assuming the wave perturba-
tions to be adiabatic, the dynamical effects can be quanti-
fied by the Krassovsky ratio11 denoted as ; this is 
quantified as the ratio of normalized intensity perturbations 
to the associated normalized temperature perturbations of 
a particular wave. Later modelling studies12,13,18 have de-
fined this parameter as  = ||ei, where || is the ratio 
between the emission intensity and temperature perturba-
tion amplitudes of the wave normalized to their time aver-
ages, and  is the phase difference between the intensity 
wave and its temperature counterpart. We can also estimate 
the VW (z) with the help of Krassovsky parameters13 
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where  = Cp/Cv = 1.4 is the ratio of specific heats, and 
H = 6 km is the scale height. Equation (1) is valid for the 
zenith observation of the plane waves but it is not valid 
for the evanescent waves. 
 Many observational as well as theoretical studies have 
wave characterization using the Krassovsky method12,22–36. 
One of the advantages of Krassovsky analysis is that we 

can infer VW of an upward propagating wave with  
single-altitude OH airglow measurements. However, 
there have been no efforts so far validating these esti-
mates. The present communication compares the direct 
VW estimate using the simultaneous OH and O(1S) emis-
sion monitoring with the one calculated using the Krass-
ovsky parameters. 
 The multispectral photometer monitors airglow emis-
sions at 840 and 846 nm rotational lines of OH (6, 2), 
O(1S) 557.7 nm and O(1D) 630 nm emissions near simul-
taneously. The low temperature coefficient interference 
filters (10 cm aperture) used in the photometer have 
~1 nm full width at half maximum with transmission effi-
ciency ~30–65% at 24C. The photometer has F/2 optics 
with a full field of view ~10. As the stepper motor ro-
tates, a filter wheel keeps each filter in the field-of-view 
one by one. The stepper motor rotation and home position 
sensing are controlled by the computer. The photomulti-
plier tube, EMI9658B is used as a detector. A high-gain 
trans-impedance amplifier is used in the signal amplifica-
tion in order to convert the weak (nA) output current of 
the photomultiplier into corresponding voltage form. 
Output is further recorded in the computer in analogue 
format in terms of arbitrary units along with time. The 
aim of the present study is to compare the mesospheric 
wave characteristics; hence only OH measurements are 
taken. More details of the multispectral photometer are 
presented elsewhere36. 
 In the present study we have used only those nights 
which have more than 6 h of good observations during 
January–April 2005. 
 To understand the wave structures, we analyse the 
mesospheric OH emission data obtained over Kolhapur 
(16.8N, 74.2E), Maharashtra during January–April 
2005. We use the perturbation amplitudes normalized to 
their time-averaged values in the intensity and tempera-
ture data to calculate the Krassovsky parameters. A typi-
cal example of nocturnal variability in the mesospheric 
OH emissions on 8 and 9 January 2005 is shown in  
Figure 1. The mean deviations of intensity and tempera-
ture data are shown in Figure 1 a and b respectively, 
while the intensity and temperature residuals are shown 
in Figure 1 c and d respectively. We note that night air-
glow intensity variations show a long-period wave with 
superposed large amplitude short-period oscillatory fea-
tures. On this night, the average of OH band airglow in-
tensity is found to be ~7.58 arbitrary units and average of 
the temperature data ~201.3 K. In particular, temperature 
data on this night exhibit large peak-to-peak variations of 
about 40 K. To characterize the nocturnal variability,  
together with data we plot the results (shown as red solid 
lines) of best-fit cosine model31,37 as follows 
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T
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Figure 1. Nocturnal variability in the mesospheric OH emissions on 8 and 9 January 2005 at Kolhapur. a, b, Mean deviations in intensity 
and temperature. c, d, Intensity and temperature residuals. Solid red line in each plot show the result of simple best-fit cosine model which 
estimates the dominant wave periodicity, amplitude and phase of waves obtained over Kolhapur. 

 
 
where A is the amplitude of the fitted wave of half period 
T with phase Xc at time X. Solid line curves in each plot 
show the result of this model. We can see that best-fitted 
~6.9  1.5 h wave represents long-period nocturnal vari-
ability in the intensity data and 7.4  1 h in temperature 
data. Looking at the uncertainties in the estimate of wave 
periods, we treat this to be a signature of a same wave 
with period (average) ~7.1  1.8 h with relative ampli-
tudes ~6.0% and 0.9% respectively, in intensity and tem-
perature data. This results in the || value of 6.7  0.18 
for the observed 7.1 h principal wave. Further, to find the 
second dominant wave, we subtract the best-fit model 
data from the normalized mean deviation data and obtain 
the residuals (Figure 1 c and d). The solid red lines show 
the results of the best-fit analysis carried out on the resid-
ual data. It is clear that dominant residual waves in the in-
tensity and temperature data have ~4.6 and 4.8 h periods 
respectively (i.e. 4.7 h wave periods). The best-fit analy-
sis also shows the relative percentage amplitudes of this 
wave to be ~0.70% and 1.33% in the temperature and in-
tensity data respectively. Thus, the || value for residual 
waves is estimated to be 1.9  0.94. 
 The phase difference between the intensity and tem-
perature waves is obtained by cross-correlation analysis 

between intensity and temperature wave (fitted) data. We 
note that the phase of the principal waves (maxima; pe-
riod ~7.1 h) is 25.3 h (i.e. ~1.3 h) in the temperature-
fitted data and 21.95 h in the intensity-fitted data, which 
results in the phase difference of ~–3.32 h, i.e. the  
value is −167.5  3. Similarly, for the residual/shorter 
period (periodicity ~4.8 h) the  value is estimated to be 
–53.5  31. Using these values and eq. (1), we find  
the VWs to be –110.2  14 km and –94.5  40 km for the 
principal and residual waves respectively (negative sign 
represents upward propagation of VWs). 
 Figure 2 depicts the O(1S) emission variability noted 
on 8 and 9 January 2005. Figure 2 a plots the mean inten-
sity deviations of O(1S) emission (normalized to their 
mean intensity values). The period noted in the O(1S) 
emission is 7.6  1.2 h, which is in reasonable agreement 
with the wave period noted in the OH emission (7.1 h). 
The residual intensity variations in O(1S) emission are 
plotted in Figure 2 b. The wave period is found to be 
4.8  0.9 h, which is similar to the observed residual 
wave period in the OH data. Assuming the peak emission 
altitudes of OH and O(1S) layer to be ~87 and 97 km re-
spectively, using the observed phase of the waves in OH 
and O(1S) emissions, we can calculate the VWs of the 
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Table 1. Estimated values of the wave parameters from OH emission and O(1S) data during January to April 2005 

  Vertical wavelength (km) 
    Phase difference OH 
 Wave period  Wave period  (intensity – temperature) Using Krassovsky Using O(1S) and 
Date OH (h) O (1S) (h) | | – OH (degrees) parameter OH phase difference 
 

6 January 7.6  1.6  8.0  1.7  4.46  0.20  –160  10  86.4  5  37.8 
  3.8  1.1  4.2  0.9  1.45  0.25  –91.7  10  90.4  8  50.4 
7 January 8.0  1.5  7.2  1.2  3.47  0.10  –157  12  96.0  35  127.5 
  3.6  0.4  3.6  0.3  1.88  0.15  –97  5  76.2  2  24.6 
8 January 7.1  1.8  7.6  1.2  5.50  0.18  –167.5  3  110.2  4  123.8 
  4.8  0.6  4.8  0.4  1.73  0.94 –53.5  31  94.5  40  94.3 
10 January 5.2  1.3  6.6  1.7  4.50  0.30  –23  05  75  20  85.4 
  3.6  0.3  3.6  0.4  2.40  0.98  –213  10  101  50  99.0 
11 January 6.4  1.6  7.1  0.9  2.80  0.69  –151.8  35  99.3  38  41.4 
  4.0  1.0  3.6  0.8  2.10  1.1  –101.3  20  64.0  42  27.8 
14 January 6.0  1.4  6.6  1.1  5.60  0.51  –162  40  75.8  40  51.2 
  3.6  0.4  3.7  0.3  2.30  1.05  –99  33  58.1  45  40.8 
5 February 7.2  0.9  7.6  0.8  5.50  1.20  –153  5  62.3  7  52.1 
  2.6  0.5  2.8  0.7  2.41  1.42  –83.7  20  55.5  10  39.2 
8 February 5.2  0.8  5.8  1.1  5.72  0.91  –162.4  40  75.9  48  25.1 
  2.6  0.2  2.9  0.3  2.60  1.14  –101.8  5  51  36  28.9 
9 February 7.8  1.1  7.1  1.2  6.10  1.15  –152.6  48  46.8  32  85.8 
  3.9  0.7  3.4  0.4  3.87  1.28  –60.2  20  38.9  8  30.3 
10 February 8.0  0.9  8.0  0.7  4.10  2.50  –49.4  10  42.3  15  55.7 
  4.0  0.3  4.0  1.1  1.80  1.0  –92.8  10  73.3  48  34.9 
7 March 7.0  0.4  7.0  0.8  2.51  1.08  –149.4  12  103.3  45  76.2 
  4.2  0.9  3.6  1.3  1.61  0.50  –85.4  22  82.7  12  53.2 
8 March 7.2  1.1  6.8  1.4  4.01  0.9  –23.2  8  83.4  10  69.4 
  2.8  1.2  3.6  0.8  1.90  0.70  –79.5  32 70.6  20  58.4 
9 March 6.4  1.8  7.2  1.5  5.50  0.50  –156.4  40  59.7  25  88.0 
  2.4  0.8  3.2  1.2  2.20  0.75  –87  30  64.7  21  39.4 
10 April 7.1  1.1  7.9  1.8  3.10  1.80  –34.5  20  75.2  12  84.0 
  3.7  0.6  3.1  0.8  2.40  1.2  –86.4  18 55.1  14  40.7 

 
 
waves15. We obtain the phase difference between the OH 
and O(1S) emission intensity with the cross-correlation 
analysis on the fitted waves. The phase of the principal 
waves (minima; period ~7.2 h) is 25.3 h (i.e. 1.6 h) in the 
OH data and 24.6 h in the O(1S) emission data, which re-
sults in the phase difference of ~0.6 h and hence the cor-
responding phase delay value is ~32. Similarly, for the 
shorter period (periodicity ~4.8 h), the phase delay value 
is estimated to be ~42. Thus, computed vertical wave-
lengths for the principal and residual waves are 123.7  
15 and 94.2  5 km respectively. Note that these values 
are close to those estimated using eq. (1). 
 We carried out a similar analysis on all 14 nights when 
conspicuous wave signatures were noted both in intensity 
and temperature data; the results are shown in Table 1. 
We note that principal nocturnal waves in the data show 
wave periods to vary from 5 to 8.2 h with corresponding 
temperature amplitudes ranging from 0.7% to 11.8%. 
However, the intensity amplitudes of the principal waves 
vary from 2.3% to 65.2%. Thus calculated || values are 
found to range from 2.2 to 6.1 for the principal wave. In 
case of residual waves, periodicity varies from 2.2 to 
4.8 h, with corresponding temperature amplitude ranging 
from 0.5% to 6.0%; while the intensity amplitudes varied 
from ~1.1% to 10%. Hence, the calculated || values for 

short-period waves are found to range from 1.5 to 3.8. 
The phase  values also exhibit large variability for long-
period (and short-period) waves, which vary from –23 to 
–167.5 (and –53 to –213.5). The deduced vertical 
wavelengths are found to vary from 40 to 124 km and 28 
to 100 km for the principal and residual waves respec-
tively. 
 The calculated  and  values are plotted in Figure 3, 
which shows a large spread in the distribution. A similar 
spread in the distribution of observed values of  has also 
been observed26,29–30,38–43. Our values agree well with the 
reported measurements of Hecht and Walterscheid26. It is 
noteworthy that Reisin and Scheer30 found mean (arith-
metic) values of  to be 5.5  0.6 and  values to be –66 
for OH emissions. Our observed values of  (arithmetic 
mean, 5.01  1.09) match well with these values. In a  
further report, based on 5-year observations, Reisin and 
Scheer41 found the mean  of ~5.6 for the nightly long-
period waves and ~3.4 for the waves having 1000 s peri-
ods; which is also in agreement with our values. Further, 
based on long-term observations with a spectral airglow 
temperature imager (SATI) from a mid-latitude station, 
Lopez-Gonzalez et al.43 reported a mean  of approxi-
mately ~8.6 for the OH data. Guharay et al.33 found that 
for wave periods ranging from 6 to 13 h,  varies from 
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1.7 to 5.4, while  varies from –13 to –90. Guharay et 
al.32 noted that the periodicity of ~8–10 h of Krassovsky 
parameters for the principal wave (~10 h periodicity) was 
found to be 15.5  4.4 on 15 January and 4.6  1.0 on 16  
 
 

 
 
Figure 2. a, Distribution of amplitude  variation of Krassovsky  
parameters with respect to the observed wave periods. b, Distribution 
of phase  of Krassovsky parameters with respect to the observed 
wave periods. 
 
 

 
 
Figure 3. Deduced vertical wavelength for the observed waves as a 
function of their periods with a comparison with values obtained by 
other researchers. 

January for OH. Similarly, Aushev et al.44 showed the 
amplitude of Krassovsky parameters (for wave periods 
2.2 to 4.7 h) to vary from 2.4 to 3.6 and  to vary from  
–63 to –121. A large spread in the  and  values may 
be due to (a) the oxygen profile variability45 from one 
place to other, (b) the dependency of  on the [O] distri-
bution, (c) complex OH chemistry46 and (d) sensitivity 
arising because of the peak emission altitude variation36. 
 Figure 4 shows the derived VW for all the observations 
explained above using eq. (1). It can be seen from the 
figure that there exist large variations from one night to 
another. The plot depicts a large range of VWs from 40 to 
124 km in case of the principal waves, and 28 to 100 km 
for the residual waves. The mean VW values for long- 
and short-period waves are calculated to be –72.3  41 
and –59.5  35 km respectively. All the observations 
show negative values of z, indicating an upward propa-
gation. Further, unlike the clear dependency on the wave 
period noted in the Krassovsky parameters ( and ), no 
clear trend is noted in the calculated VW. It is noteworthy 
that for all the nights VW for the principal wave is higher 
than that of residual waves. For a comparison, we also 
 
 

 
 

Figure 4. Nocturnal variability in O(1S) 557.7 nm emissions on 8 and 
9 January 2005. a, b, Mean deviations in intensity and intensity residu-
als. Solid red lines in each plot show the result of simple best-fit cosine 
model. 
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show the values reported by Reisin and Scheer30, Lopez-
Gonzalez et al.43, and Guharay et al.32. Our values lie 
well within the ranges reported by other investigators. 
Reisin and Scheer30 found a mean VW for OH of ap-
proximately –30 km with about 2.8 km variability, which 
is in agreement with our values. The observed VW values 
of Guharay et al.32 lie within the range of our observed 
values. However, Lopez-Gonzalez et al.43 observed VW 
values to be approximately –10 km for OH, which does 
not agree with our values. Recently, from a similar loca-
tion, Ghodpage et al.36 reported the observed vertical 
wavelengths to vary from 28.6 to 163 km, which is in 
agreement with the present values. Further, Takahashi et 
al.34 reported the VWs to vary from 20 to 80 km, which is 
also in agreement with our results. Unique to the present 
study is the estimation of VWs of waves having short  
periods compared to the previous studies which have re-
ported VWs of waves which had periods more than 6 h. 
 Table 1 compares the VW values obtained by eq. (1) 
with those calculated by the waves noted in OH and 
O(1S) emissions. Here we consider the VW values deri-
ved using OH and O(1S) representing direct estimates as 
we use the phase difference of waves noted in two differ-
ent airglow emissions. The assumption here is that alti-
tude variation on a given night is not large enough to 
affect the separation between the OH and O(1S) emission 
layers. The values obtained from eq. (1) are derived 
based on the Krassovsky parameters at single airglow 
emission altitude. We note that there are some differences 
in these two estimates. To quantify the validity of VWs 
obtained by Krassovsky parameters, Figure 5 plots these 
two estimates and also calculates the correlation coeffi-
cients between them. The solid red line shows the result  
 
 

 
 
Figure 5. Comparison of the deduced vertical wavelength values of 
the observed waves obtained with the help of Krassovsky parameters 
for OH emissions and phase difference of waves noted in OH and O(1S) 
emissions. 

of the least squares linear-fitting. The R2 value is esti-
mated to be 0.61, which suggests that there exist a corre-
lation between them. It suggests that the method of VW 
calculation using the Krassovsky parameters provides a 
reasonable values. The absence of a strong correlation is 
partially because in the calculations we have assumed: (a) 
propagation of gravity wave from OH layer to the O(1S) 
layer without any nonlinear interaction, (b) the altitudes 
of these layers do not vary and (c) effects of photochemi-
cal processes do not vary. Therefore, the assumptions 
need not be real. The fact that an earlier study47 has 
shown that peak emission altitudes of OH and O(1S) 
emissions may change by 2 km, can bring as large as 
20% difference in the estimated VWs by the direct 
method. The variability brought in by the photochemistry 
can influence the Krassovsky ratio which may also pro-
vide significant differences14,45,48. However, in spite of 
these limitations, our results suggest that in the case when 
multiple airglow emission monitoring is not available, 
VWs estimated by Krassovsky parameters can provide 
reasonable estimates. 
 Our results are summarized as follows: 
 
(i) The data show the dominance of upward propagat-

ing wave with periods ranging from 2.2 to 8.2 h in 
the mesospheric OH temperature as well as intensity 
and that there are exists a large spread in the esti-
mated values of Krassovsky parameters. 

(ii) The || values are found to be large for the long-
period waves and comparatively small for the short-
period waves and vary from 1.5 to 6.1. The  values 
also show a similar trend and vary from –23 to  
–167.5. 

(iii) Observed VW values for all the nights of the obser-
vation show large variations from one night to another 
and vary from –38.5 to –110 km using Krassovsky 
parameters. 

(iv) A good agreement between the VWs estimated using 
multiple emission airglow monitoring and Krass-
ovsky parameters shows the usefulness of the latter. 

 
 In conclusion, Krassovsky parameters provide a useful 
tool to study the long VW waves. The present study vali-
dates this with two simultaneous airglow emissions  
occurring at upper mesospheric altitudes. 
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Advance and accurate forecasts of air pollutant con-
centrations have many applications at different scales, 
from traffic planning to health advisories. However, 
such models need to incorporate local factors and 
must be validated against local observations for appli-
cability. It has been shown earlier that a dynamical 
model successfully simulates, in forecast mode, the  
observed (CPCB, India) daily concentrations of SPM, 
RSPM, SO2 and NO2 over Delhi. The present work 
shows that the model skill is also significant in  
predicting CO. Together with our earlier results, the 
present work to the robustness and enhanced scope of 
dynamical forecast of air pollution. 
 
Keywords: Air pollution, carbon monoxide, dynamical 
model, mesoscale forecast. 
 
ACCURATE simulation of pollutant concentrations over an 
air basin is important for many applications like estima-
tion of emission loads, overall health risk assessment and 
traffic planning1. Air pollution model with sufficient skill 
can also be used to assess how pollutant levels would 
change in response to changes in emission rate2. World-
wide there have been efforts to develop and validate such 
air pollution models at different scales. As the pollutant 
concentrations over an air basin like a mega city strongly 
depend on the local emission processes, an air pollution 
model needs to incorporate the relevant local processes in 
its formulation. In urban areas vehicle, industries, wind-
blown dust and domestic appliances are recognized as 
major sources of air pollution. However, relative contri-
butions of these sources vary from one location to  
another. 
 Delhi, as a growing mega city, has seen manyfold  
increase in its industrial, vehicular as well as domestic 
emissions3. The growing emission has serious environ-
mental and societal implications related to ecological un-
balance and environmental degradation. In recent years, 
transportation systems are growing at an unprecedented 
rate. Mobile source emissions are the maximum contribu-
tors of carbon monoxide (CO) in Delhi4,5. Literature 
analysis reveals that CO has emerged as the main pollut-
ant in urban centres, amounting approximately to 90% 
contribution through the transport sector alone6. Thus, 
there is an urgent need to develop a dynamical model  

 


