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ABSTRACT

One-dimensional fluid simulation is used to investigate the generation of electron-acoustic solitary waves (EASWs) in three-species plasma.
We consider an unmagnetized collisionless plasma consisting of cold electrons, hot electrons, and ions. The Gaussian perturbations in the
equilibrium electron and ion densities are used to excite the waves in the plasma. This simulation demonstrates the generation of a series of
EASW pulses in this three-species plasma through the process of wave breaking. We investigate the behavior of the ponderomotive potential,
frequency, and force associated with electrons and ions during the process of the wave breaking. We observed that the ponderomotive poten-
tial of the hot electron, which is the driving species for the electron acoustic waves, peaks at the time of wave breaking. The variation of the
maximum ponderomotive force acting spatially on the leading and trailing edges of the hump in the cold and hot electron and ion fluid
densities shows the maximum imbalance in the magnitude of the ponderomotive force acting on both sides of the hot electron density hump
at the time of wave breaking. This reveals that the imbalanced ponderomotive force acting on the hot electron fluid is responsible for the
breaking of the electron acoustic wave in plasma. Furthermore, it is observed that the wave breaking process occurs at an earlier time if the
hot electron temperature is increased.
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I. INTRODUCTION

An electron acoustic (EA) wave is a high-frequency wave (in
comparison with the ion plasma frequency) that occurs in plasma
with two distinct populations of electrons with different temperatures,
referred to as cold and hot electrons.1,2 It is an electrostatic wave in a
plasma, in which the restoring force comes from the pressure of the
hot electrons, while the inertia comes from the cold electron popula-
tion. The ions play the role of a neutralizing background as their
dynamics does not influence the EA waves because the EA wave fre-
quency is much higher than the ion plasma frequency. It is known
that the phase speed of the EA waves must be intermediate between
the cold and hot electron thermal speeds such that the wave damping
by both the cold and hot electron species is negligible. The EA wave
can also exist in two-component plasma consisting of electrons and
ions with ion thermal velocity greater than electron thermal velocity.3

It is well known that the two electron temperature plasmas occur
both near the Earth space plasma environment4–9 and in laboratory
plasma.10–12 In the Earth’s magnetosphere, the most prominent
regions are the boundary layer regions, where the cold electrons from
one region mix up with the hot electron population of the adjacent

region. Thus, these boundary layer regions of the Earth’s magneto-
sphere are most favorable regions for the existence of EA waves. Over
the past few decades, many satellites (e.g., Polar, GEOTAIL, FAST,
Cluster, and Van Allen Probes) have observed the EA waves in various
regions of the Earth’s magnetosphere, e.g., Earth’s magnetosheath
region,13 the plasma sheet boundary layer region,14 the magnetotail
region,15,16 the day-side auroral acceleration region,4,5 the radiation
belt region,7,9,17 etc.

The nonlinear propagation of electron-acoustic solitary waves
(EASWs) in an unmagnetized two-electron plasma has been consid-
ered by several authors.9,13,14,16,18–23 These studies are based on
Sagdeev’s pseudopotential formalism, which yields nonlinear station-
ary solutions for arbitrary amplitude solitons. In this formalism, the
fluid equations of the plasma species are combined with Poisson’s
equation to yield the energy integral of a particle with unit mass in a
potential well. The pseudopotential determines whether the existence
of soliton shaped wave structures in the potential having bipolar
electric field signatures is possible or not. However, the pseudopoten-
tial technique has a limitation due to its inability to provide the
time evolution of multiple wave structures at a time. Recently,
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Kakad et al.24 and Kakad and Kakad25 performed one-dimensional fluid
simulations to address the evolutionary characteristics of ion acoustic
waves in plasma. They compared their simulation results with the non-
linear fluid theory and confirmed their stable propagation. Apart from
this, they have also noticed the formation of chains of ion acoustic soli-
tary wave structures through the process of wave breaking in two-
component (electron and ion) plasma. However, we do not know
whether such a process is observed for electron acoustic wave mode or
not. The validity of ponderomotive potential as a proxy of the breaking
of an ion acoustic wave is tested under fluid26 and kinetic regimes.27

However, whether these proxies are applicable to other wave modes or
not is not yet known. Motivated by these studies, we perform the fluid
simulation of EASWs in plasma. This paper is structured as follows: the
simulation model is briefly discussed in Sec. II. The simulation results
are presented in Sec. III. We summarize our conclusions in Sec. IV.

II. PLASMA MODEL

We consider a homogeneous, collisionless three-component
plasma consisting of fluid cold and hot electrons and fluid ions (Hþ).
In this study, we retain the pressure and inertia of all the species con-
sidered in the model.20,21,28,29 For the nonlinear EA waves propagating
parallel to the magnetic field, the dynamics of the system is governed
by the fluid equations, viz., the continuity, momentum, and pressure
equations of each species, and the Poisson equation20,21,28,29 given by
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The electric field (E) can be written in terms of an electrostatic poten-
tial (/) as E ¼ �@/=@x. In the equations listed above, the subscripts
j ¼ ce, he, and i are used for cold electrons, hot electrons, and ions,
respectively. The variables nj, Pj, and vj are the plasma density, thermal
pressure, and velocity of the species j, respectively. Here,mj and Zj rep-
resent the mass and charge of the species j, respectively. The charge is
Ze¼ �e for electrons and Zi¼ e for ions. �0 is the electric permittivity.
In Eq. (3), i.e., the equation of state, we have treated electrons to be
isothermal with cce¼ che¼ 1 and ions to be adiabatic with ci¼ 3.

In the development of the fluid code, the above set of equations is
solved by using numerical schemes that are discussed in Kakad et al.24

In the simulation code, the spatial derivatives of the physical quantities
in Eqs. (1)–(4) are computed using the finite difference scheme,24,29–33

which is accurate to the fourth-order. We integrate Eqs. (1)–(3) in
time by the leap-frog method,24,29–33 which is accurate to the second
order. The leap-frog method gives rise to a grid separation numerical
instability. We have used a compensated filter to eliminate the small
wavelength modes linked with such numerical instability.24,29–33 A
necessary condition for the convergence of the explicit finite difference
method used in our simulation is that it has constrained by the
Courant-Friedrichs-Lewy (CFL) condition, Vmax

Dt
Dx � 1. Dx and Dt

represent the grid size in spatial and time domains, respectively. In the

present simulation, these parameters are chosen in such a way that the
Courant condition is always fulfilled.

III. SIMULATION RESULTS

We perform the fluid simulations in a one-dimensional system
with the periodic boundary conditions. For all simulation runs, we
assume an artificial ion to electron mass ratio mi/me ¼ 100. The flow
velocities of the electrons and the ions are assumed to be zero initially,
i.e., at t¼ 0, vdceðxÞ ¼ vdheðxÞ ¼ vdi(x) ¼ 0. The background electron
and ion densities are set in such a way that the system satisfies the qua-
sineutrality, i.e., nce0 þ nhe0 ¼ ni0 ¼ n0 ¼ 1. The values of xpi, xpce,
and xphe are 0.1, 0.95, and 0.32, respectively. We used the localized
Gaussian type initial density perturbation (IDP) in the equilibrium
electron and ion densities given by

dn ¼ Dn exp � x � xc
l0

� �2
" #

: (5)

In Eq. (5), Dn and l0 are the amplitude and width of the superimposed
IDP, respectively. Here, xc is the center of the simulation system. Thus,
the perturbed densities njðxÞ ¼ nj0 þ dn take the following form as
the initial condition:

njðxÞ ¼ nj0 þ Dn exp � x � xc
l0

� �2
" #

: (6)

We perform the fluid simulations for a different hot electron to cold
electron temperature ratio (The/Tce) to investigate its effect on the evo-
lution of a series of EASW structures in plasma. In the simulation, we
varied the electron temperature ratio as The/Tce ¼ 300, 500, and 700.
Furthermore, the ion to cold electron temperature ratio is the same for
all simulation runs at Ti/Tce ¼ 100. Here, Tce is taken as 0.01. For all
simulation runs, we took time interval dt¼ 8� 10�3, the grid spacing
dx¼ 0.2, “system length” Lx¼ 7000, l0¼ 30, and Dn¼ 0.5. Here, l0
and Dn are chosen in such a way that the breaking of EA waves occurs
for the plasma parameters considered in the simulation. Different
parameters used in the simulations are given in Table I. The plasma
parameters used in the simulation are taken from Lakhina et al.20

A. Evolution of stable EASWs

We first undertake a discussion of the generation and evolution
of a series of EASW structures when the IDPs are used to perturb the
background electron and ion densities in the fluid simulation. In a
plasma consisting of cold electrons, hot electrons, and ions with no
applied magnetic field, the IDP creates charge separations that drive
the EASWs in the system. Here, we discuss the evolution of the series
of EASW structures for simulation run (run-1). Some of the physical

TABLE I. Parameters used in the simulation runs to investigate the effect of hot elec-
tron temperature on the onset time of the steepening and breaking of the EA wave.

Run The vthe me mi nce nhe ni vdce vdhe vdi vtce vti Tce Ti

1 3 1.73 1 100 0.9 0.1 1 0 0 0 0.1 0.1 0.01 1
2 5 2.24
3 7 2.65
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quantities evolved at different stages are shown in Fig. 1. The panels in
the first and second rows of this figure show deviation in densities
with respect to their ambient densities (i.e., nj � nj0) and velocities for
hots electron, cold electrons, and ions at different times, t¼ 0, 46, 80,
and 152, respectively. Here, hot electron velocity is divided by 10 to
visualize the variations of all species on the same scale in the figure.
The panels in the third and fourth rows show the evolution of the elec-
tric field and electrostatic potential at respective times, respectively.
The panels at t¼ 0 show the initial setup of the simulation when the
IDP is introduced in the uniform plasma density. At this stage, the
injection of the IDP causes charge separation in the plasma that sets
up an infinitesimal electrostatic potential, which grows with time and
evolves into two oppositely propagating EA pulses along with the EA
oscillations located close to the center of the simulation system. One of
the snapshots of the evolved electrostatic potential (fourth row of
Fig. 1) associated with such EA pulses is shown at t¼ 46. Both EA
pulses are found to be weakly nonlinear and have longer wavelengths.
These EA pulses are indistinguishable and propagate toward the oppo-
site boundaries of the simulation system. Later, during their propaga-
tion, the amplitude and speed of the EA pulses gradually increase until

the critical speed is reached. Consequently, the leading edge of both
pulses tends to steepen at time t¼ 80. One of the snapshots of such
pulses is shown in Fig. 1(c). Because of the steepening process, the
amplitude of the EA pulses increases, and then these EA pulses col-
lapse through the wave breaking process at t¼ 152 as depicted in Fig.
1(d). Once initiated, the wave breaking process continues until the for-
mation of two chains of unstable short wavelength EASW pulses.
These unstable EASW pulses in these chains eventually evolved into
the stable EA solitons after a long time. The formation of one of the
chains of EASW pulses can be seen in supplementary material (file
A1), where the evolution of the electric field and electrostatic potential
associated with the EASW pulses is shown.

It may be noted that we observe the hump in hot electron density
and dip in cold electron density, which are associated with EASWs
[see upper panels of Figs. 1(b)–1(d)]. The theoretical study by
Watanabe and Taniuti1 suggested that in three-species plasma, the
inertia provided by the cold electrons and the restoring force coming
from the pressure of the hot electrons help in maintaining the EASW
structures. Also, these authors have mentioned that the deviation in
hot electron and cold electron densities at the location of the EA pulse

FIG. 1. Snapshots of the evolution of EASWs from the simulation run-1. The deviation in densities with respect to their ambient values, velocities, electric field, and electrostatic
potential is shown at (a) t¼ 0 (initial time), (b) t¼ 46 (at the time when two indistinguishable EA pulses are formed), (c) t¼ 80 (time when steepening initiated), and (d)
t¼ 152 (time when the wave breaking initiated).
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holds dnhe ¼ �dnce. In our simulation, we have verified this and con-
firm that EASWs follow this condition. The upper panel in Figs.
1(b)–1(d) clearly shows the dip in cold electron density and hump in
hot electron density, which are of the same magnitude. On the other
hand, the ion density shows a single nonpropagating hump at the cen-
ter of the system, which shows that the ions do not play any role in the
dynamics of EASWs. This is expected as ion plasma frequency is
much smaller compared to electron plasma frequency and hence ion
dynamics does not influence the propagation of EASWs in plasma.

B. Spatiotemporal evolution and dispersion
characteristics of EASWs

We examined the evolution and propagation of different wave
structures through the spatial and temporal evolution of their electro-
static potential and associated electric field in the simulation, which
are depicted in Figs. 2(a) and 2(b), respectively. In this figure, x � xc
¼ 0 represents the center of the simulation system. As the modes
propagating away from the center toward the left and right boundaries
of the system are indistinguishable, we have shown only the wave
mode propagating in the right-side. One can see that the initially
excited EA wave pulse breaks into the chain of EASW structures dur-
ing its evolution. The chain contains five distinguishable pulses with
different peak amplitudes and widths, which can be identified with the
different colors in Fig. 2. It is observed that the large amplitude pulse
propagates faster as compared to the subsequent small amplitude pulse
in the chain. These pulses in the chain get separated from each other
due to the difference in their phase speeds. After a sufficiently long
time, each of the pulses in the chain propagates stably by retaining
their shape and size in the system, which is one of the characteristics
of the soliton type structures in plasma. The speed of each solitary

wave in the chain can be obtained from the slope of the respective
color band of the wave pulse in this spatiotemporal plot. For these
EASW pulses, the estimated phase speeds are found to be 1.79, 1.76,
1.73, 1.70, and 1.69, respectively, during their stable propagation. The
linear dispersion relation for EA waves in three-species plasma is given
by the following equation:

1�
X
s

x2
ps

x2 � csk2v
2
ts
¼ 0: (7)

In this case, the phase speed of EASW mode based on its linear
dispersion relation comes out to be Vs ¼ 1.65 in the short wavelength
regime (k > 0:8). To confirm the existence of different modes in the
simulation system, we obtained the x–k diagram by taking the Fourier
transform of the electrostatic potential in space and time. For run-1,
the x–k plot for the period t¼ 0–240 is shown in Fig. 3. The resolu-
tion of this dispersion plot is 0.026 in the frequency domain. The speed
obtained from the linear dispersion is plotted with the dashed white
lines over the dispersion plot obtained from the simulation in Fig. 3.
This confirms that the two outer dispersion curves in this figure that
extend above the cold electron plasma frequency (xpce) are electron
acoustic modes, whereas the other dispersion curves starting at x �
xpce correspond to the Langmuir modes.

To compare the evolution of the EASWs with the other simula-
tion runs, we depicted the spatial and temporal evolution of the elec-
trostatic potential and the electric field of simulation run-3 in Fig. 4. In
this case, it is seen that the IDP evolves into two chains of EASW
pulses, wherein each chain contains four EASW pulses. During their
stable propagation, the phase speeds of these four pulses are estimated
to be 2.7, 2.65, 2.6, and 2.55, respectively. The animation of the forma-
tion and evolution of the chain of EASWs in this simulation run is

FIG. 2. Spatial and temporal evolution of electrostatic potential (panel-a) and electric field (panel-b) for the simulation run-1. The different color bands in these panels corre-
spond to the chain of electron acoustic pulses propagating toward the right-side boundary of the system.
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shown in supplementary material (file A2). To examine the dispersion
characteristics of the evolved modes, we have analyzed the two-
dimensional Fourier transform of the spatiotemporal variation of the
electrostatic potential obtained during t¼ 0–240, which is shown in
Fig. 5. This figure shows two sets of dispersion curves. For the

considered simulation parameters, the linear dispersion relation gives
the phase speed of Vs ¼ 2.5 in the short wavelength regime (k > 0:6),
which is shown with the white dashed lines in Fig. 5. This figure dem-
onstrates that the outer dispersion curves are associated with the
evolved EASW pulses in the simulation. The upper dispersion curves
originating at the frequency above xpce are associated with Langmuir
waves evolved in the system.

C. Ponderomotive force at the breaking of EASWs

In recent studies, the breaking process of ion acoustic waves and
the formation of a chain of solitary structures in thermal25 and non-
thermal26 plasmas have been examined in detail. These studies have
pointed out the role of ponderomotive force (Fp) in the steepening and
breaking of the ion acoustic waves. However, we do not know whether
the ponderomotive potential as a proxy for the wave breaking process
is applicable to EA wave mode or not. In this section, we have exam-
ined the time variation of ponderomotive force and potential during
the evolution of EASWs. The ponderomotive force is an average
second-order force that acts on a plasma resulting from spatially non-
uniform oscillating fields. This force yields a modification of the aver-
age plasma profile, thereby causing a quasilinear modification of the
stability characteristics of the original high-frequency oscillating fields.
The charged particles execute a simple harmonic motion in response
to an oscillating wave-field in plasma. In the case of a uniform field,
these particles return to their initial position after one cycle of oscilla-
tion. In the case of a nonuniform field, the force exerted on the charge
particles during the half-cycle spent in the area of higher amplitude
field points in the direction where the field is weaker. It is larger than
the force exerted during the half-cycle spent in the area with a lower
amplitude field, which points toward the strong field area. Thus, aver-
aged over a full cycle, there is a net force that drives the charge

FIG. 3. X–k dispersion diagram obtained from the electrostatic potential during
t¼ 0–240 of run-1. It shows the presence of both Langmuir and electron acoustic
modes. The speed of electron acoustic mode (Vs ¼ 1.65) estimated from its stan-
dard linear dispersion equations is shown with the slanted dashed-dotted lines. The
cold electron (ion) plasma frequency is shown with a horizontal black line at xpce

¼ 0.95 (xpi ¼ 0.1).

FIG. 4. Spatial and temporal evolution of electrostatic potential (panel-a) and electric field (panel-b) for simulation run-3. The different color bands in these panels correspond
to the chain of electron acoustic pulses propagating in a right-side boundary of the simulation system.
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particles toward the weak field area. In one-dimension, the pondero-
motive force experienced by the charged particles due to the nonuni-
form electric field oscillating at frequency X, i.e.,
Eðx; tÞ ¼ E0ðxÞ cos ðXtÞ is

Fp ¼
�q2s

4msX
2

@

@x
jEj2 ¼ �qsrwp: (8)

In the equation above, wp is the ponderomotive potential defined as

wp ¼
qs

4msX
2 jEj

2: (9)

By rearranging the terms in Eq. (8), one can write the expression for
ponderomotive frequency as

X2 ¼ U
KEs

xps

4
; (10)

where qs and ms are the electrical charge and mass of the species s,
respectively. X is the angular frequency of oscillation of the electric
field E. Here, the electrostatic energy and kinetic energy of species s are
represented by U and KEs, respectively. This equation means that a
charged particle in an inhomogeneous oscillating field not only oscil-
lates at the frequency of X of the field but also is accelerated by Fp
toward the region of a weak field. This is a case where the sign of the
charge on the particle does not change the direction of the force. Also,
this force is stronger for electrons as compared to ions. The schematic
in Fig. 6 shows the directions of the ponderomotive force acting on the
left- and right-sides of the positive amplitude electrostatic soliton-type
potential structure. The variation of electrostatic potential (top panel)
and �rjEj2 (bottom panel) is shown in this figure. In regions C and
B, the ponderomotive force is in the þx direction, whereas in regions
A and D, the ponderomotive force is in the �x direction. The vertical
black dotted lines in Fig. 6 represent the position where

ponderomotive force is zero. Thus, the ponderomotive force pushes
the plasma in regions A and C toward the center of the pulse. On the
other hand, in regions B and D, the plasma is pushed away from the
center of the pulse. The ponderomotive force is proportional to
�rjEj2; thus, the magnitude of the force in regions A and C is larger
as compared to that in regions B and D.

We investigated the steepening and breaking of the EA waves in
detail for run-1. Figure 7 shows the variation of the maximum veloci-
ties (Vjmax), maximum ponderomotive potentials (Wjmax), and aver-
age ponderomotive frequencies (hXji) of all species in the system.
The dotted vertical lines labeled with t1, t2, and t3 represent the time
at which the two initial EA pulses are formed, the time at which the
wave steepening process initiated, and the time at which the breaking
of the EA wave pulse started, respectively. Now, the question is how
do we get t1, t2, and t3 from the simulations. The time of formation of
two EA pulses at the initial stage is obtained by observing the evolu-
tion of the electric field and potential after introducing the IDP in the
simulation system. The time of maximum phase speed attained by
the initially formed unstable EASWs is referred to as the time of initi-
ation of steepening [see Fig. 10(b)]. The time of the peak in the varia-
tion of maximum ponderomotive potential is taken as the time of
initiation of wave breaking. These proxies to identify the time of
steepening and wave breaking were proposed by Kakad and Kakad25

for ion acoustic solitary waves (IASWs). It may be noted that in the
present simulation, we have three species, namely, hot electrons, cold
electrons, and ions. As seen in Fig. 7(b), the maximum ponderomo-
tive potential associated with these species shows a clear peak near
wave breaking time. However, each peak occurs at a different time.
We found that hot electron ponderomotive potential peaks early and
it matches closely with the time of wave breaking in the simulation
system. This is verified by following the evolution of EASWs after the
initiation of the process of wave steepening. The ponderomotive fre-
quency of the hot electrons in comparison with the other two species
is depicted in Fig. 7(c). The ponderomotive frequencies of all the spe-
cies are found to be increased at the time of wave breaking as
reported by Kakad and Kakad.25

FIG. 5. X–k dispersion diagram obtained from the electrostatic potential during
t¼ 0–240 of run-3. It shows the presence of both Langmuir and electron acoustic
modes. The speed of electron acoustic mode (Vs ¼ 2.5) estimated from its stan-
dard linear dispersion equations is shown with slanted white dashed lines. The cold
electron (ion) plasma frequency is shown with a horizontal black line at xpce ¼
0.95 (xpi ¼ 0.1).

FIG. 6. The schematic representation of the direction of ponderomotive force acting
on the sides of the electrostatic Gaussian potential pulse. The red and blue arrows
show the force acting on the right (þx) and left (�x) directions at points C and A,
respectively. The bottom panel shows the behavior of ponderomotive force, which
is proportional to �rjEj2 for this Gaussian potential pulse.
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In Fig. 7(a), it is noted that all the species accelerate to the higher
velocities in the course of formation of two EA wave pulses. The hot
electron gains the momentum faster as compared to cold electron and
ions. As discussed earlier, we find that the response of the ion is very
slow. The maximum ponderomotive potential of all the species shows
a gradual increase around the time of the formation of two EA wave
pulses, and it increases rapidly during the process of steepening of the
wave. A closer view of Fig. 7(b) shows that the ponderomotive poten-
tial of the hot electron peaks close to the time of initiation of the wave
breaking, while the ponderomotive potential of the cold electrons and
ion maximizes at somewhat later time. The amplitude of the pondero-
motive potential associated with the hot electron is greater than that of
the other two species. This indicates the ponderomotive potential asso-
ciated with the species that drive the EA wave peaks at the time of the
wave breaking. To confirm this tendency, we also examine the maxi-
mum ponderomotive force (Fmax

p ) acting on the rightward propagating
EA pulse. We have obtained the maximum force acting on the leading
and trailing sides of the EASW pulse and plotted separately in Fig. 8.
The animation of the spatial variation of the ponderomotive force acting
on the hot electron fluid is shown in supplementary material (file A3).

It may be noted that þFmax
p (�Fmax

p ) is acting on the trailing (leading)
side of the EA pulse. Figure 8 shows the maximum ponderomotive force
acting on all three species in the rightward (þx) direction [Fig. 8(a)] and
the leftward (�x) direction [Fig. 8(b)] around the position of the EA
pulse. The vertical lines in this figure represent times t1, t2, and t3 as dis-
cussed earlier for Fig. 7. The maximum ponderomotive force acting on
all three species on both the sides of the wave pulse rapidly grow during
its steepening. It is observed that the ponderomotive force acting on all
three species in the leftward direction is larger in magnitude as compared
to that in the rightward direction. In other words, the ponderomotive
force on the leading edge (the edge that gets steeper) of the EA pulse is
larger as compared to the trailing edge. The ponderomotive force acting
on the hot electron along both sides of the pulse maximizes at the time
of initiation of the wave breaking. The difference in maximum pondero-
motive force (i.e., DFmax

p ) acting on the leading and trailing edges of the
hot electron, cold electron, and ion density humps associated with the
EA pulse propagating in the þx direction is shown in Fig. 8(c). It may
be noted that the maximum imbalance in the ponderomotive force is
experienced around times of 149, 157, and 173 for the hot electron, cold
electron, and ion, respectively. The ponderomotive force acting on the

FIG. 7. Variation of (a) maximum velocities (Vjmax), (b) maximum ponderomotive potentials (Wjmax), and (c) ponderomotive frequencies (Xj) of the cold electron, hot electron,
and ion with time for run-1. The vertical dashed, dashed-dotted, and dotted lines represent the time of formation of two EA pulses (at t1 ¼ 46), time of initiation of wave steep-
ening (at t2 ¼ 80), and time of wave breaking (at t3 ¼ 152) for run-1, respectively.
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hot electron at leading and trailing edges of the EA pulse is largely
imbalanced at the time of wave breaking, which is clearly evident from
Fig. 8(c).

We have examined the maximum kinetic energy associated with
all species and the maximum potential energy in the simulation run-1,
which is depicted in Fig. 9. The hot electron fluid gains the kinetic
energy quiet earlier as compared to the cold electron and ion fluid. It
is seen that the kinetic energy of the cold electron and ion gradually
increases during the formation of the initial two EA pulses in the sim-
ulation system. The ion kinetic energy gains maximum around the
time of the initiation of the wave breaking, while the maximum kinetic
energy of the cold and hot electrons is found to rapidly grow at the
same time interval. The electrostatic energy in the system gradually
increases in the course of wave steepening. This energy rapidly
enhanced around the time of wave breaking, which is due to the
increase in the electrostatic potential at the time of wave breaking.

Similar to run-1, we have identified the steepening and the wave
breaking times of the EA wave pulse for run-2 and run-3. Figure 10
depicts the maximum electrostatic potential and the phase speed of
the EA waves in the system for simulation runs-1, 2, and 3. In this fig-
ure, the vertical dashed-dotted and dashed lines indicate the steepen-
ing and breaking time of the EA wave pulse, respectively. The EA

FIG. 8. The maximum ponderomotive force (Fmaxp ) acting on all three species in the rightward (þx) direction (panel-a) and the leftward (�x) direction (panel-b) around the posi-
tion of the rightward propagating EA wave pulse in the simulation run-1. (Panel-c) shows the difference between the maximum ponderomotive force (DFmaxp ) acting in the right-
ward and leftward directions of the EA pulse. The vertical dashed, dashed-dotted, and dotted lines represent the time of formation of two EA pulses (t1 ¼ 46), time of initiation
of wave steepening (t2 ¼ 80), and time of wave breaking (t3 ¼ 152) for run-1, respectively.

FIG. 9. Evolution of (a) maximum kinetic energy (Umax
KE ) associated with the cold

electron, hot electron, and ion fluid. (b) Evolution of maximum electrostatic energy
(Umax) in the simulation run-1. Vertical dashed, dashed-dotted, and dotted lines rep-
resent the time of formation of two EA pulses (t1 ¼ 46), time of initiation of wave
steepening (t2 ¼ 80), and time of wave breaking (t3 ¼ 152) for run-1, respectively.
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wave steepening (breaking) time noted for run-1, run-2, and run-3 is
80, 50, and 37 (152, 114, and 97), respectively. From this figure, it is
observed that the steepening of the EA wave pulse occurs earlier in the
plasma with higher hot electron temperature. We have plotted the evo-
lution of ponderomotive potential associated with all species in all

three runs in Fig. 11. This figure confirms again that the ponderomo-
tive potential associated with the hot electrons that drive the EA mode
maximizes at the time of wave breaking.

IV. CONCLUSIONS

In the present study, our main goal is to verify whether the earlier
proposed proxies (viz., phase speed of the wave and ponderomotive
potential associated with plasma species) to identify the steepening
and breaking of ion acoustic solitary waves25 in plasmas are valid for
EASWs or not. We have discussed the phenomenon of wave steepen-
ing and breaking of the EA waves in a plasma consisting of the cold
electrons, hot electrons, and ions. We have successfully demonstrated
the steepening and breaking of the electron acoustic wave in three-spe-
cies plasma and verified these proxies. The simulation of the breaking
of EA waves discussed in this paper also pointed out the role of pon-
deromotive force in the breaking of EA waves in plasma.

The fluid simulation is performed for three different thermal
velocities of the hot electrons keeping other plasma parameters fixed.
We found that the IDP in the electron and ion equilibrium densities
evolves into two unstable electron acoustic pulses which later steepens
and breaks into two chains of EASW pulses. In these chains, multiple
stable solitary pulses with descending amplitude and phase speed in
the spatial domain are formed. The number of pulses in each chain
depends on the temperature of the hot electrons. The plasma with
higher hot electron temperature supports a fewer number of EA wave
pulses in comparison with the plasma with lower hot electron temper-
ature. Our simulation evidences that the onset time of the steepening
and breaking of the EA waves is inversely proportional to the

FIG. 10. (a) Evolution of the maximum electrostatic potential (/max) and (b) the
phase velocity (Vs) of the EA wave in the simulation run-1, run-2, and run-3. The
vertical dashed-dotted and dashed lines represent the time of initiation of wave
steepening (t2) and the time of wave breaking (t3) for run-1, run-2, and run-3,
respectively.

FIG. 11. Evolution of ponderomotive potential associated with the (a) cold electron, (b) hot electron, and (c) ion for simulation runs-1, 2, and 3. In each panel, the vertical
dashed lines represent the time of initiation of wave breaking (t3) for run-1, run-2, and run-3. The time at which the peak appeared in the ponderomotive potential of the hot
electron coincides with the time of wave breaking.
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temperature of the hot electron. In the present study, we have used
only the one set of perturbation parameters (i.e., Dn ¼ 0:5 and
l0 ¼ 30). However, consideration of different perturbation parameters
will change the breaking time as well as the characteristics of evolved
EASW pulses in the simulation.

We have examined the phase speed, maximum ponderomotive
force, ponderomotive frequency, and the ponderomotive potential
during the evolution of EASW pulses. All these physical quantities
show peculiar behavior at the time of steepening and breaking of the
EA wave pulse. It is noticed that the maximum ponderomotive poten-
tial of the hot electron maximizes close to the time of wave breaking.
This is close to the time when the maximum ponderomotive force
experienced at the trailing and leading edges of the hot electron density
hump associated with the EA pulse is highly imbalanced. As the mag-
nitude of maximum ponderomotive force at the trailing and leading
edges is not the same, the imbalance in the ponderomotive force leads
to the wave breaking of the EA pulse. Our simulation shows that the
ponderomotive frequency of the electron rapidly starts increasing at
the time of the wave breaking. These features are similar to those
which were observed in fluid simulation of the breaking of ion acoustic
waves in the thermal25,27 and superthermal26 plasmas. In conclusion,
for the first time, the computer simulation of breaking of the electron
acoustic wave has been performed. We believe that the formation of
the EASW pulses through breaking of the EA waves could be useful in
explaining the spacecraft observations of the series of EASWs in the
Earth’s magnetosphere.

SUPPLEMENTARY MATERIAL

See the supplementary material for the evolution of a series of
EASW pulses in run-1 and run-3 (A1 and A2, respectively) and the
animation of the spatial variation of the ponderomotive force acting
on the hot electron fluid in run-1 (A3). These animations are created
from the data generated from the simulation runs-1 and 3.
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